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RÉSUMÉ. A définir par la commande \resume{...}

ABSTRACT. The object detection is first step for all automatic videosurveillance system. It is also one
of the most interesting, well focused and well addressed but still challenging topic in computer vision.
This paper introduced a new foreground- background segmentation method based on codebook. The
main objective of our proposed method is to reduce the complexity of background modeling using
codebook. For this, we proposed a background modeling based on superpixels. The number of
superpixels is automatically update according to the size of the foreground objects detected. We use
some frame-based metrics to evaluate the proposed method. Experimental results demonstrate the
performance of our proposed approach.
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1. Introduction
In the field of computer vision, many algorithms about object detection exist with dif-

ferent purposes. These algorithms are subdivide in three categories : without background
modeling, with background modeling and combined approach. The algorithm based on
background modeling is recommended in case of dynamic background observed by a
static camera. Many research works used this approach. One of them is Codebook based
method proposed by Kim et al [1]. In this algorithm, Kim et al. represent each pixel pt by
using a codebook C = {c1, c2, ..., cL}. In this codebook, each codeword ci, i = 1, ..., L
is represented by a RGB vector vi and a 6-tuples auxi ={Ǐi, Îi, fi, pi, λi, qi} in where Ǐ
and Î are the minimum and maximum brightness of all pixels assigned to this codeword
ci, fi is the frequency at which the codeword has occurred, λi is the maximum negative
run length defined as the longest interval during the training period that the codeword has
not recurred, pi and qi are the first and last access times, respectively, that the codeword
has occurred. The codebook model is created or updated using two criteria. The first
criterion is based on color distortion (3) whereas the second is based on brightness distor-
tion (4). Color distortion (Colordist) and brightness distortion (or pixel intensity I) are
respectively computed by using expressions (1) and (2).

Colordist(pt, ci) =
√
||pt||2 − C2

p (1)

I =
√
R2 +G2 +B2 (2)

Colordist(pt, ci) ≤ ε1 (3)

Ilow ≤ I ≤ Ihi (4)

In (3), the autocorrelation value C2
p is given by expression (5) and ||pt||2 is given by

expression (6).

C2
p =

(RiR+GiG+BiB)2

R2
i +G2

i +B2
i

(5)

||pt||2 = R2 +G2 +B2 (6)

In relation (4), Ilow = αÎi, Ihi = min{βÎ,
Ǐ
α
}.

After the training period, we extract the moving object based on obtained codebook
model. If an incoming pixel matches to a codeword in the codebook, then this codeword
is updated. If the pixel doesn’t match, its information is put in cache word and this pixel
is treated as a foreground pixel. The matched codeword is searched by using a condition
based on color distortion (7) and brightness distortion (4).

Colordist(pt, ci) ≤ ε2 (7)

The choice of parameters (ε1, ε2, α, β) is very important. A Discussion about its is made
by Kim et al. [1] in their research paper. Due to the performance of this method, several
researchers studies it in deeply.

Ilyas et al. [2] suggest the use of the maximum negative run length λ and the frequency
fi to decide whether to delete codewords or not. When the access frequency fi is large,
They propose to put cache codeword into the codebook. Their objective was to reduce

Proceedings of CARI 2020



the size of the codebook while maintaining a good detection accuracy. Cheng et al. [3]
suggest to convert pixels from RGB to YUV color space, and they use the V component to
build a single Gaussian model. Shah et al. [4] propose a statistical parameter estimation
method to control adaptation procedure whereas Pal et al. [5] spread codewords along
boundaries of the neighboring layers. The purpose of their works [3, 5] was to improve
the obtained background model. Doshi and Trivedi [6] propose a hybrid cone-cylinder
model to build the background model. They use the V component in HSV representation
of pixels to represent the brightness of these pixels. The purpose of the algorithm is to
extract moving object in a sequence which contains shadow. Donghai et al. [7] propose
an algorithm which overcomes the errors of the Gaussian mixture model, sphere model,
and codebook cylinder model. Their background modeling algorithm is based on princi-
pal component analysis (PCA). Li et al. [10] suggest combining Gaussian mixture model
and Codebook. Yu et al. [11] propose to use local binary pattern (LBP) for establishing
of the first layer of background and combining it with codebook. Li et al. [16] build a
texture-wise background model by LBP and used single Gaussian to model codewords.
Mousse et al. [12] propose an algorithm based on combination of codebook with an edge
detector. They use an edge detector to verify if foreground pixels detected by the code-
book algorithm belong to an object or not. The goal of these algorithms [10, 16, 12] is
to reduce the false positive pixels. They obtained a good performance but they can’t be
used in real time condition due to their complexities. Doshi and Trivedi [6] propose to
convert pixel from RGB to HSV color space. Cheng et al. [3] suggest changing pixels
information from RGB to YUV color space. Fang et al. [9] exploit HSL color space and
use L component as brightness value to reduce amount of calculation. They also modeled
the spatial dependencies between pixels. Mousse et al. [13] also use superpixels segmen-
tation algorithm to model the spatial dependencies between pixels but they convert pixel
from RGB to CIE L*a*b* color space and exploiting this color space specification. They
also extended their work to reduce the complexity of the algorithm [14, 15].

This work also folows the logic of the reduction of the calculation of the process of
moving object extraction. Firstly, we use SLIC algorithm to perfom superpixels segmen-
tation. The main contribution of this paper is the automatic calculation of the optimal
number of pixels clusters. This number is obtained in function of the size of detected
objects.

2. Proposed Algorithm
In this section, we present our algorithm based on codebook for foreground object

detection. Like all background modeling algorithms, the proposed algorithm works in
two phases: the learning phase and the moving objects extraction phase. The contribution
of this work is done in the second phase. The learning phase is same than the learning
phase of our past work [13] whereas unlike other approaches (Fang et al. [9] and Mousse
et al. [13]) of the state of the art which perform a native subtraction method, in this paper,
the second phase proposes an adaptive method to extract foreground maps. The section
consists of three subsections. The first subsection presents the superpixel segmentation
strategy the second subsection presents our background modeling method and the third
subsection presents our moving pixels extraction strategy.
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2.1. Superpixel Segmentation using Improved Simple Linear
Iterative Clustering

Superpixel segmentation has become a popular preprocessing step in computer vision.
It allows to represent an image with only a couple of hundred segments that function as
atomic building blocks instead of tens of thousands of pixels. We used Improved Simple
Linear Iterative Clustering algorithm (SLIC) to create pixels clusters (superpixels).

There are few algorithms that output the desired number of regular, compact super-
pixels with a low computational overhead. But the Improved Simple Linear Iterative
Clustering algorithm introduced by Schick et al. [?] have better performance than exist-
ing methods. In fact, Schick et al. [?] prove the efficacy of this superpixels segmentation
in object category recognition and medical image segmentation. They obtain better qual-
ity and higher computational efficiency when they compared it to other state-of-the-art
algorithms. The detailed SLIC algorithm is given by algorithm 1.

Algorithm 1: SLIC algorithm for superpixels segmentation

1 Initialize cluster centers Ck = [lk, ak, bk, xk, yk]T by sampling pixels at regular
grid steps S.

2 Perturb cluster centers in an n ∗ n neighborhood, to the lowest gradient position
using expression (8).

3 repeat
4 for each cluster center Ck do
5 Assign the best matching pixels from a 2S × 2S square neighbourhood

around cluster center according to the distance measure (using
expression (9)).

6 Compute new cluster centers and residual error E {L1 distance between
previous centers and recomputed centers}.

7 until E <= threshold
8 Enforce connectivity.

In algorithm 1, we assumed that the size of video frame isN ×M , and we segment it into
K superpixels. Each superpixel approximately has N×M

K pixels and the central region is

approximately S =
√

N×M
K .

G(x, y) = ||I(x+ 1, y)− I(x− 1, y)||2

+ ||I(x, y + 1)− I(x, y − 1)||2 (8)

dlab =
√

(lk − li)2 + (ak − ai)2 + (bk − bi)2

dxy =
√

(xk − xi)2 + (yk − yi)2

Ds = dlab +
m

S
dxy (9)

In (8), (9), dlab is the lab distance, dxy is the plane distance and I(x, y) is the lab vector
corresponding to the pixel at position (x, y). Schick et al. [?] prove the efficacy of SLIC
algorithm in image segmentation. They obtained better quality and higher computational
efficiency than other state-of-the-art superpixels segmentation algorithms.
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The using of superpixels reduces the complexity of background modeling using code-
book with respect to the amount of data. We segment the first input frame to obtain the
frontiers of each superpixel. These frontiers are used on all input frames. Then we have
the same number of superpixels in all frames of the sequence and each superpixel has the
same number of pixels from a frame to another.

2.2. Background Modeling
After the extraction of the K superpixels, we build a codebook background model

based on these superpixels. Let P ={s1, s2, ..., sk} represents these superpixels. Each
superpixel sj , j ∈{1, 2, ..., k} is composed approximately by m pixels. With each super-
pixel we built a codebook C ={c1, c2, ..., cL}. The obtained codebook which contains L
codewords ci, i ∈{1, 2, ..., L} and each codewords ci is composed by an vector vi = (āi,
b̄i) and 6-tuples auxi ={Ľi, L̂i, fi, pi, λi, qi} in which Ľi, L̂i are the minimum and
maximum of luminance value, fi is the frequency at which the codeword has occurred,
λi is the maximum negative run length defined as the longest interval during the training
period that the codeword has not recurred, pi and qi are the first and last access times,
respectively, that the codeword has occurred. L̄, ā, b̄ are respectively the average value of
component L*, a* and b* of the pixels in a superpixel. We compute the color distortion by
replacing (10) and (11) into (1). For the brightness distortion degree (2) we use L̄ value
as the intensity of the superpixel.

pt = ā2 + b̄2 (10)

C2
p =

(āiā+ b̄ib̄)
2

ā2
i + b̄2i

(11)

For each superpixel, if we find a codeword ci which respect these two criteria (brightness
distortion criterion and color distortion criterion) then we update this codeword by setting
vi to ( fiāi+ā

fi+1 , fib̄i+b̄
fi+1 ) and auxL to {min(L̄, Ľi), max(L̄, L̂i), fi + 1, max(λi, t − qi),

pi, t}. If we don’t find a matched codeword, we create a new codeword cK . In this case,
vK is equal to (ā, b̄) and auxK is equal to {L̄, L̄, 1, t− 1, t, t}. The detailed algorithm is
given by Algorithm 2. In this algorithm :

– N is the number of frame that we used to model background;
– The variable which is the subject of the condition in the loop "for" is automatically

incremented at the end of the loop.

2.3. Foreground pixel extraction
After the building of the background model, we extract foreground pixels. Like the

background modeling step, this operation is also based on the superpixels. Using the
first incoming frame, we perform the native subtraction algorithm which is defined by
Algorithm 3. In this algorithm, ε2 is the detection threshold and the variable which is
the subject of the condition in the loop "for" is automatically incremented at the end
of the loop. If there is no acceptable matching codeword the superpixel is detected as
foreground. Else if we find an acceptable matching codeword the superpixel is classified
as background and the corresponding codeword is updated.
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Algorithm 2: Background modeling

1 l← 0
2 for t = 1 to N do
3 Segment frame Ft into superpixels
4 for each superpixels Suk of frame Ft do
5 pt(L̄, ā, b̄)
6 Find the matched codeword ci in codebook matching to Suk based on

two conditions (a) and (b).
7 (a) colordist (pt, vi) <= ε1

8 (b) (brightness (L̄, Ľi, L̂i)) = true
9 if l = 0 or there is no match then

10 l← l + 1
11 create codeword cL by setting parameter
12 vL ← (ā, b̄) and auxL ←{L̄, L̄, 1, t− 1, t, t}
13 else
14 update codeword ci by setting vi ← ( fiāi+ā

fi+1 , fib̄i+b̄
fi+1 ) and

auxi ←{min(L̄, Ľi), max(L̄, L̂i), fi + 1, max(λi, t− qi), pi, t}

15 for each codeword ci do
16 λi ← max{λi, ((m× n× t)− qi + pi − 1)}

3. Experimental Results and Performance Evaluation
In this part, we present the performance of the proposed approach by comparing it

with other enhancement of codebook algorithm. The section consists on two subsections.
The first subsection presents the experimental results, the second presents and analyzes
the performance results.

3.1. Experimental Results
We have selected two public video sequences. These sequences are widely used to

test moving object detection algorithm [17]. They are ?fall? and ?boats? datasets. The
programming language is C++ with the framework OpenCV. In our implementation if the
size of input frame is (M×N) then we construct firstly M×N

50 superpixels. The foreground
object segmentation results are presented in Fig. 1 and Fig. 2.

Algorithm 3: Foreground Pixel Extraction

1 Suk(L̄, ā, b̄)
2 for all codewords do
3 find the codeword cm matching to Suk based on :
4 (a) colordist (pt, vm) <= ε2

5 (b) (brightness (L̄, Ľm, L̂m)) = true
6 Update the matched codeword as in Step 11 in the
7 algorithm of background modeling (Algorithm 2).

8

BGS(Suk) =

{
foreground if there is no match
background otherwise
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Figure 1. ?boats? video sequence segmentation results. The first row shows the original
images. The second row shows the ground truth. The third row shows the detected results
by [1], and the last row shows the detected results by our proposed algorithm.

Figure 2. ?fall? video sequence segmentation results. The first row shows the original
images. The second row shows the ground truth. The third row shows the detected results
by [1], and the last row shows the detected results by our proposed algorithm.
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Tableau 1. Different metrics according to experiments with “boats” dataset.
CB CB_HSV CB_HSL CB_YUV CB_LAB Propo-

sed
FPR 0.23 0.25 0.21 0.27 0.21 0.21
PR 0.87 0.86 0.89 0.80 0.91 0.91
FM 0.60 0.62 0.64 0.65 0.66 0.66

Tableau 2. Different metrics according to experiments with “fall” dataset
CB CB_HSV CB_HSL CB_YUV CB_LAB Propo-

sed
FPR 0.31 0.33 0.25 0.38 0.23 0.23
PR 0.56 0.60 0.63 0.41 0.67 0.67
FM 0.41 0.47 0.51 0.43 0.54 0.54

3.2. Performance Evaluation
In order to evaluate the performance of our proposed method, we use an evaluation

based on ground truth. The ground truth has been obtained by manually labeling fore-
ground objects in the original frame. The ground truth based metrics are : true negative
(TN), true positive (TP), false negative (FN) and false positive (FP). We use these metrics
to compute other parameters for the evaluation of the algorithm. These parameters are
false positive rate (FPR), true positive rate (TPR), precision (PR) and F-measure (FM).
These parameters are respectively computed using expressions (12), (13), (14) and (15).

FPR = 1− TN

TN + FP
(12)

PR =
TP

TP + FP
(13)

TPR =
TP

TP + FN
(14)

FM =
2× PR× TPR
PR+ TPR

(15)

The obtained results are presented in Table 1 and Table 2. In these tables, we prove that
the accuracy of the proposed system is the same (compared to Mousse et al. [15]) or close
to the accuracy of other codebook based algorithm enhancements. In these tables, CB
refers to the method proposed by Kim et al., and CB_HSV refers to the method suggested
by Doshi and Trivedi, CB_HSL refers to the algorithm proposed by Fang et al., CB_YUV
refers to the algorithm suggested by Cheng et al., and CB_LAB refers to Mousse et al.
[15].

4. Conclusion
In this work, we propose a new method to segment moving objects using codebook

background model. The proposed method models the background using a cluster of pix-
els. The number of cluster varies according to the time and size of the objects presented
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on the sequence. The experiment results obtained using public sequences proove that our
proposed approach outperforms other algorithms in calculation cost and has a competitive
accuracy.
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