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RÉSUMÉ. Le but de cette recherche est de proposer une approche pour l'extraction des données 

basée sur des arbres de décision. Dans cette approche nous construisons un modèle qui contient 

plusieurs couches, dans chaque couche nous ‎avons plusieurs arbres de décision, nous proposons 

ensuite, une méthode pour utiliser notre modèle. L'objectif de notre proposition est d'améliorer les 

techniques actuelles de fouille de données. Pour juger de ces performances, nous comparons notre 

approche (DTN pour Decision Tree ‎Network) avec un ensemble de méthodes  de classification bien 

connues telles que : Boosting Decision Trees (BDT) et le ‎bagging ‎decision tree‎, nous comparons 

également le DTN avec l’algorithme des arbres de décision C4.5. Les résultats montrent des 

améliorations substantielles par rapport à des techniques similaires..  

ABSTRACT. The aim of this research is to propose ‎data ‎mining approach based on decision trees. 

In this ‎approach we ‎build a ‎model as a network that contains several ‎layers, in ‎each ‎layer we have 

several decision ‎trees, and then we ‎propose a method for using our model. ‎‎The objective of DTN is 

to ‎improve the present existing data mining‎‎techniques. So, we compare the Decision Tree ‎Network 

(DTN) ‎performances with some well-known ‎methods, namely Boosting Decision Trees (BDT) and 

‎bagging ‎decision tree; we also compare DTN with C4.5 ‎decision tree algorithm. Results show 

‎substantial improvements when compared to similar techniques‎.‎ 

MOTS-CLÉS : arbre de décision, fouille de données, algorithmes des arbres de décision, 

techniques de fouille de données. 

KEYWORDS: decision tree, data mining, decision tree algorithm, data Mining technique‎s. 
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1. Introduction 

Nowadays, many modern applications (web data, ‎genomics, finance, e-marketing … 

etc.) require ‎to ‎manipulate and to process very large data. The discipline ‎that develops 

and explores practical methods to ‎model ‎this type of data is called statistical learning 

(statistical ‎machine learning). This is, ultimately, to ‎produce ‎predictive tools and 

decision support dedicated to a ‎specific application.‎ 

Many data mining and machine learning algorithms ‎have been proposed in the past 

years, ‎such ‎as: ‎Bayesian ‎classifier [9], rules -based classifier ‎‎[3], ‎neural networks [1], 

‎support vector machines ‎‎[11], ‎and ‎decision trees [4].‎ Decision trees are widely used in 

data mining ‎and ‎several ‎approaches of decision trees were developed ‎in ‎the last ‎years 

‎‎[6] [7].‎ A similar methods to the one proposed in ‎this ‎paper is ‎called Boosting Decision 

Trees (BDT) [2] and ‎Bagging ‎Decision Trees [12]. The common idea ‎in both ‎methods 

is that the model ‎contains several trees, ‎each ‎tree is ‎constructed on the ‎basis of a 

different training set. In ‎our ‎study, we ‎propose a new approach of data ‎mining ‎based ‎on 

‎decision trees "decision tree network" (see Fig. 1). The purpose of the use of our 

method is to ‎improve ‎the ‎learning process.‎ 

 
Figure 1. General system overview 

For decision trees classifier. A small ‎change in ‎the training data can produce a ‎large 

‎change in the ‎tree. So, ‎for each tree, any class may ‎depend from different ‎attribute and 

for each sub base (SB) in our system we get a ‎different tree, and the results of 

classification for each tree are different. 

This paper is organized as follows: next section describes ‎the related works. Section 

3 will present DTN model construction. In Section 4, ‎we shall ‎present the decision-

making process. Evaluation and experiments ‎are presented ‎in ‎Section 5. Finally, a 

conclusion‎ is done. 
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‎2. Related work‎‎ 

In the last few years, decision trees has been used widely in the  data mining 

domain, in text mining [16], web mining [17], image mining [20]. If the decision trees 

have met very interesting in the 90s with a very large number of publications designed 

to enhance their performance, it is clear that no breakthrough has been produced in 

recognition rate compared to the reference algorithms that are ID3, CHAID, CART and 

C4.5 [15].The good thing is that with many studies we can make more control over the 

properties of trees. It is possible to characterize the variations and the context in which 

they work best. 

Another group of researchers proposed to build a new classifier which contains a set 

of decision trees. For example the work of [13] on "bagging" Freund and Schapiro [18] 

on the 'boosting' and their use in the trees [19] have shown that it is possible to 

significantly improve the performance of the classification model. 

3. Construction of DTN model ‎ 

The aim of machine learning methods is to construct a set of predictive models and 

‎combine their outputs into a single prediction. In the last few years, several methods 

were ‎developed, such as, bagging [13], random forests [14] and boosting [15].‎ The ‎two 

most ‎famous algorithms are ‎CART [8] and C5 (the most ‎recent version of ID3 and C4.5 

[8]). These ‎algorithms are used for their ‎performance.‎ 

Our model represents a set of decision trees combined in the form of a network, 

‎where ‎decision tree represent a graphical ‎representation of a classification procedure. ‎ 

The model is built in three stages: ‎ 

1)  The first step is to choose the number of layers n. 

2) The second step, we built the set       for each layer as: 

                                                
  

  
                                                                               (1) 

Where: 

                       

      TB: The Training set size. 

LN: Layer number 

3) The last step is to apply the decision tree algorithm ‎‎ (C4.5) [8] for each data set 

     ‎. 
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Figure 2.Structure of Decision Tree Network (DTN) model 

 
Base Base size Training set 

size 

Number of 

layer 

SB size for each 

tree 

Number of  

trees 

Number  of 

classes 

Iris 150 120 2 L1SB1 :120 

L2SB1 :60 

L2SB2 :60 

3 3 

Pima  306 245 4 L1SB1 :245 

L2SB1 :122 

L2SB2 :123 

L3SB1 :81 

L3SB2 :81 

L3SB3 :82 

L4SB1 :61 

L4SB2 :61 

L4SB3 :61 

L4SB4 :62 

10 2 

Glass 214 165 3 L1SB1 :165 

L2SB1 :82 

L2SB2 :82 

L3SB1 :55 

L3SB2 :55 

L3SB3 :55 

6 7 

wine 178 142 2 L1SB1 :142 

L2SB1 :71 

L2SB2 :71 

3 3 

Iono-

sphere 

351 280 4 L1SB1 :280 

L2SB1 :140 

L2SB2 :140 

L3SB1 :90 

L3SB2 :90 

L3SB3 :91 

L4SB1 :70 

L4SB2 :70 

L4SB3 :70 

L4SB4 :70 

10 2 

Table 1.Information on models built from bases ‎‎“iris, Pima, ‎glass, wine, Ionosphere”.‎ 
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In the construction stage, the number ‎of layers depends always from the size ‎of 

‎database, if the size ‎of the database is large the ‎number of layers is large and vice versa.‎ 

As an illustration, Information about models built from the Datasets: iris, Pima, 

‎glass, wine and Ionosphere [6] are reported in Table 1. 

The Table 1 content the different information extracted from different database and 

this information is very important for the construction of our model (such as: the 

number of layer,       for each layer and the number of tree in DTN). The number of 

trees in the DTN model always depends from the number of layers. 

4. The decision-making process with DTN method 

In this section we present the decision-making   process used in our technique of data 

mining. Let us consider a problem Pr with M classes such as CM represents the class M. 

The purpose of decision-making process is to calculate the percentage that a PC 

(Probability of class) test data belongs to the class CM. 

The first step is to calculate x 

                                                           ∑ (
 

 
)
  

                                                           
 

   
(2) 

 

n is the number of layers in the model. 

The second stage of decision-making process is to calculate the weight (Pi) for each 

layer. 

                                                                    
 

 
                                                                   (3) 

In the next step we calculated the probability (PLi) of the CM class for each layer i (i 

= 1 ... n) 

 

                                                               
∑      

 

   
 

 
                                                           (4) 

Where: 

      {
                                    
                                    

 

 

The last step is to calculate PC (Probability of class) such as: 

 

                                                             
∑         
 
   

 
                                                    (5) 

The following figure shows the variable used in the process of decision. 
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Figure 3.Variable (Pn, PTn,n, PLn,    ) in DTN 

Finally, we got a percentage for each class. ‎ 

If we had a problem of class M, the result of classification is the class that has the 

highest ‎percentage.‎ 

Result of classification = max (        …   ).‎ 

5. Experimental Results 

The system described above was applied to some ‎data sets ‎taken from the Machine 

Learning ‎Repository [6] in ‎order ‎to ‎compare the capabilities of ‎the system with other 

known ‎decision tree ‎generators.‎ 

In this experiment we present a comparative study of Decision Tree Network 

classification technique and ‎C4.5 ‎algorithm of decision tree and AdaBoost ‎decision tree 

‎algorithm. ‎We tested our system with databases: iris, Pima, ‎glass, ‎wine and  Ionosphere. 

Each data set was split randomly ‎into ‎two sets, the training set which comprised 80% of 

the ‎data and the test set, which comprised 20% of the ‎data. ‎The test database contains 

‎attributes with missing values.‎ 

We compared the results of Decision Tree Network ‎‎‎‎ (DTN) system with the results 

of algorithms C4.5 ‎‎‎‎ (implemented in WEKA as J48 [11]) and the result of ‎AdaBoost 

decision tree algorithm and Bagging ‎decision ‎tree, to ‎od this ‎we edupmoc the recall and 

precision ‎of both techniques.‎ The results are shown in the Table 2‎. 
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Bases 

Techniques 

C4.5 Algorithm AdaBoost decision 

tree 

Bagging ‎decision 

tree‎ 

Decision Tree 

Network (MTN) 

recall Precision recall Precision recall Precision recall Precision 

Iris 76.8 % 81.2 % 88.6  % 90.4 % 89.9 % 90.1 % 92.2 % 93.1 % 

Pima 78.3 % 79.5 % 88.3 % 89.6 % 89.3 % 90.9 % 89.7 % 95.8 % 

Glass 81.8 % 81.7 % 81.1 % 80.1 % 83 % 83 % 84.7 % 85.1 % 

Wine 82.2 % 79,7 % 77.7 % 80.1 % 81.8 % 80.8 % 82.1 % 80.8 % 

Ionosphere 90.5 % 89.8 % 90.1 % 88.9 % 90.5 % 90.7 % 90.8 % 90.9 % 

Table 2.‎Shows a comparison of the results of MDT and C4.5 AND   AdaBoost   for 

 "Iris, Pima, Glass, Wine, Ionosphere "  data sets 

In this section we have compared the performance of our system with different systems 

(AdaBoost decision tree, Bagging ‎decision tree, C4.5 Algorithm). According to the 
experiments and result analysis ‎presented in this paper, good results are obtained from‎‎

dmo‎ system (DTN). 

6. Conclusion  

Decision trees are often used in the field of data ‎mining in ‎this paper we present a 

new ‎data ‎mining technique: Decision Trees Network.‎ 

‎In the DTN system, the ‎classification ‎results of each instance are as a percentage ‎for 

each ‎class. We ‎tested our approach with other ‎approaches based on  decision trees ‎‎(C.45 

and Boosting decision ‎tree), ‎AdaBoost decision tree algorithm and Bagging ‎decision 

‎tree; the ‎results show that it is ‎possible to improve the ‎system of classification when 

using DTN. 
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